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Jailbreaking LLM-
controlled robots isn’t 

just possible. 

It’s alarmingly easy.
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[Zou et al. (2023), “Universal and transferable 
adversarial attacks on aligned language models.”]

[Chao et al. (2023), "Jailbreaking black box 
large language models in twenty queries.”]

Can LLM-controlled robots be jailbroken to execute harmful 
actions in the physical world?
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